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Abstract. In the era of public information disclosure, digital documents have become strategic assets in supporting 

transparent, accountable, and participatory governance. Effective management of these documents is essential to 

ensure that public information services are responsive and accessible. However, document classification tasks 

carried out by Public Information and Documentation Officers (PPID) still rely heavily on manual processes, 

which are time-consuming, inefficient, and prone to human error. To address this challenge, this study aims to 

develop an intelligent classification model for public documents using Artificial Intelligence (AI) and Natural 

Language Processing (NLP), integrated within the Data Lifecycle Management (DLM) framework. The proposed 

solution was designed using the Design Science Research (DSR) methodology and implemented through Agile 

development practices. Evaluation was conducted in a simulated laboratory environment that mirrors real-world 

PPID operations.The developed model leverages transformer-based architectures, particularly BERT 

(Bidirectional Encoder Representations from Transformers), and is compared against traditional algorithms such 

as Naive Bayes and K-Nearest Neighbors (KNN). Experimental results show that the BERT model achieves 

superior performance, with an accuracy of 89%, precision of 0.88, recall of 0.89, and F1-score of 0.88. These 

metrics confirm that Transformer-based models are highly effective for classifying public documents into 

categories of information accessibility: available at all times, periodic, immediate, and exempted from 

disclosure.This research highlights the potential of AI-powered classification to streamline public information 

services, reduce workload, and enhance compliance with information disclosure laws. The findings support 

national development priorities such as RPJMN 2025 by contributing to digital transformation in the public 

sector. The study also provides a replicable framework for other government agencies aiming to implement 

adaptive and transparent document classification systems. 
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Abstrak. Di era keterbukaan informasi publik, dokumen digital menjadi aset strategis dalam mendukung tata 

kelola pemerintahan yang transparan, akuntabel, dan partisipatif. Pengelolaan dokumen yang efektif sangat 

penting untuk memastikan layanan informasi publik yang responsif dan mudah diakses. Namun, proses klasifikasi 

dokumen yang dilakukan oleh Pejabat Pengelola Informasi dan Dokumentasi (PPID) masih mengandalkan cara 

manual yang memakan waktu, tidak efisien, dan rentan terhadap kesalahan manusia. Penelitian ini bertujuan untuk 

mengembangkan model klasifikasi dokumen publik berbasis Artificial Intelligence (AI) dan Natural Language 

Processing (NLP) yang terintegrasi dalam kerangka kerja Data Lifecycle Management (DLM). Pengembangan 

model dilakukan dengan pendekatan Design Science Research (DSR) dan metode Agile, serta diuji dalam 

lingkungan laboratorium simulasi yang mereplikasi operasi nyata PPID. Model yang dikembangkan 

memanfaatkan arsitektur berbasis Transformer, khususnya BERT (Bidirectional Encoder Representations from 

Transformers), dan dibandingkan dengan algoritma tradisional seperti Naive Bayes dan K-Nearest Neighbors 

(KNN). Hasil pengujian menunjukkan bahwa model BERT memiliki kinerja terbaik dengan akurasi sebesar 89%, 

precision 0,88, recall 0,89, dan F1-score 0,88. Temuan ini membuktikan bahwa teknologi berbasis Transformer 

sangat efektif dalam mengklasifikasikan dokumen ke dalam kategori aksesibilitas informasi publik: setiap saat, 

berkala, serta-merta, dan dikecualikan. Penelitian ini menunjukkan potensi kuat penggunaan AI dalam 

meningkatkan efisiensi layanan informasi publik, mengurangi beban kerja manual, serta mendukung pelaksanaan 

kebijakan nasional seperti RPJMN 2025. Selain itu, studi ini memberikan kontribusi dalam penerapan teknologi 

cerdas di sektor publik dan dapat dijadikan acuan dalam pengembangan sistem klasifikasi informasi yang adaptif, 

transparan, dan dapat direplikasi. 
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1. LATAR BELAKANG 

Dalam era transformasi digital, data telah menjadi aset strategis untuk mewujudkan 

efisiensi, transparansi, dan akuntabilitas dalam tata kelola informasi publik. Komitmen 

terhadap pemerintahan terbuka ditegaskan melalui Undang-Undang No. 14 Tahun 2008 

tentang Keterbukaan Informasi Publik, yang mewajibkan badan publik untuk menyediakan 

informasi secara cepat, tepat waktu, dan akurat. Pejabat Pengelola Informasi dan Dokumentasi 

(PPID) memiliki peran sentral dalam pengelolaan dokumen publik yang diklasifikasikan ke 

dalam kategori aksesibilitas: tertutup (rahasia) dan terbuka (Setiap Saat, Serta Merta, 

Berkala). 

Namun, praktik di lapangan menunjukkan bahwa sebagian besar Organisasi Perangkat 

Daerah (OPD) masih menggunakan metode klasifikasi dokumen secara manual dan tidak 

terstruktur. Hal ini menghambat efektivitas manajemen daur hidup data (MDHD) dan 

seringkali menyebabkan ketidakefisienan, kesalahan klasifikasi, serta keterlambatan dalam 

pengambilan keputusan. Seiring meningkatnya volume data dan kompleksitas regulasi, 

dibutuhkan sistem cerdas dan adaptif untuk mendukung proses klasifikasi dokumen secara 

otomatis. 

Teknologi Artificial Intelligence (AI) dan Natural Language Processing (NLP) 

menawarkan potensi besar untuk menjawab tantangan ini. Berbagai studi menunjukkan bahwa 

algoritma seperti K-Nearest Neighbors (KNN) dan Naive Bayes efektif dalam pengolahan citra 

dan analisis sentimen. Namun, penerapannya dalam klasifikasi dokumen publik berdasarkan 

kategori aksesibilitas masih belum dioptimalkan, terutama dalam bentuk model end-to-end 

yang sesuai dengan regulasi keterbukaan informasi di Indonesia. 

Oleh karena itu, penelitian ini bertujuan untuk mengembangkan model klasifikasi dokumen 

publik berbasis AI dan Natural Language Processing (NLP) yang mampu mengelompokkan 

dokumen ke dalam kategori aksesibilitas sesuai regulasi Undang-Undang Keterbukaan 

Informasi Publik. Model ini dikembangkan secara iteratif dengan pendekatan Design Science 

Research (DSR) dan metode Agile untuk memastikan proses pengembangan berjalan adaptif 

dan terukur. Evaluasi dilakukan melalui simulasi pengujian performa model pada data 

dokumen publik, sehingga diperoleh model klasifikasi yang akurat, efisien, dan siap untuk 

diintegrasikan ke dalam sistem layanan informasi publik. 

Kebaruan dari penelitian ini terletak pada pengembangan model klasifikasi otomatis 

dokumen publik menggunakan pendekatan AI/NLP berbasis Transformer-BERT yang secara 

khusus disesuaikan dengan kategori aksesibilitas dokumen menurut UU No. 14 Tahun 2008. 

Berbeda dengan studi sebelumnya yang hanya menerapkan NLP untuk analisis sentimen atau 
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klasifikasi umum, penelitian ini menyajikan pendekatan end-to-end untuk klasifikasi dokumen 

publik dalam konteks regulasi keterbukaan informasi di Indonesia. 

 

2. KAJIAN TEORITIS 

Keterbukaan Informasi Publik dan Kategori Aksesibilitas 

Keterbukaan informasi publik merupakan amanat undang-undang yang menegaskan bahwa 

setiap warga negara berhak untuk mengakses informasi dari badan publik secara cepat dan 

akurat. Informasi tersebut diklasifikasikan ke dalam empat kategori utama: Berkala, Setiap 

Saat, Serta Merta, dan Dikecualikan (PP No. 61 Tahun 2010 Pelaksanaan Undang-Undang 

Nomor 14 Tahun 2008 Tentang Keterbukaan Informasi Publik, 2010; UU KIP No. 14 Tahun 

2008, 2008). Beberapa penelitian terdahulu telah menyoroti urgensi klasifikasi informasi ini 

dalam konteks tata kelola informasi publik (Retnowati et al., 2021; Retnowati Retnowati et al., 

2022), termasuk pentingnya peran PPID dalam memastikan aksesibilitas data secara transparan 

dan akuntabel. 

Namun, banyak OPD di tingkat daerah yang melakukan pengelolaan dokumen secara 

manual (Kementerian Pendayagunaan Aparatur Negara dan Reformasi Birokrasi Republik 

Indonesia, 2024; Retnowati et al., 2018; Retnowati Retnowati et al., 2022; Retnowati 

Retnowati, Listiyono, Anwar, et al., 2019; Retnowati Retnowati, Listiyono, Purwatiningtyas, 

et al., 2019), yang memiliki risiko terhadap ketidakefisienan, kesalahan klasifikasi dan 

sengketa. Kondisi ini menggarisbawahi kebutuhan akan sistem klasifikasi otomatis yang dapat 

menjawab tantangan akurasi dan volume data yang besar. 

Manajemen Daur Hidup Data (MDHD) dalam Tata Kelola Dokumen 

Manajemen Daur Hidup Data (MDHD) merupakan kerangka pengelolaan informasi mulai 

dari penciptaan, penyimpanan, pemanfaatan, hingga pemusnahan dokumen (Felix C 

Aguboshim et al., 2023; Linthorst & de Waal, 2020; Prasetyo A et al., 2019; Sternad 

Zabukovšek et al., 2023). Dalam konteks keterbukaan informasi publik, klasifikasi merupakan 

langkah awal kritis untuk menentukan perlakuan dokumen dalam siklus hidupnya (Bennich, 

2024; Sofyan et al., 2024; Wardhani et al., 2023). Penelitian sebelumnya telah menghasilkan 

mengembangkan model manajemen informasi publik berbasis kerangka SSM (R. Retnowati et 

al., 2019), namun belum menerapkan otomatisasi klasifikasi dengan pendekatan kecerdasan 

buatan. 
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Kebutuhan pengelolaan data berbasis sistem menjadi semakin mendesak seiring 

meningkatnya jumlah dokumen digital yang masuk dalam sistem PPID. Oleh karena itu, 

diperlukan pendekatan yang mampu mengintegrasikan sistem klasifikasi ke dalam proses 

MDHD secara otomatis dan kontekstual. 

Natural Language Processing (NLP) dalam Klasifikasi Teks 

Natural Language Processing (NLP) merupakan bagian dari kecerdasan buatan yang 

berfokus pada pemrosesan bahasa alami. Dalam tugas klasifikasi dokumen, NLP digunakan 

untuk mengekstraksi fitur dari teks dan membentuk representasi semantik (Pichiyan et al., 

2023). NLP sederhana telah diterapkan dalam penelitian sebelumnya untuk analisis sentimen 

dan kebutuhan masyarakat, menggunakan Naive Bayes (Aryasatya & Lusiana, 2024; Muslimin 

& Lusiana, 2023), namun belum diterapkan untuk konteks regulasi seperti UU KIP. 

Kajian oleh (Khurana et al., 2023) menunjukkan bahwa NLP modern telah berkembang 

jauh melampaui tokenisasi dan stemming, dan kini memanfaatkan pembelajaran kontekstual 

untuk memahami makna yang tersembunyi dalam dokumen. Potensi ini dapat dimanfaatkan 

untuk memahami isi dokumen publik dan menentukan klasifikasinya secara lebih akurat. 

Transformer-BERT sebagai Representasi Semantik Dokumen 

Transformer-BERT (Bidirectional Encoder Representations from Transformers) telah 

menjadi model unggulan dalam berbagai tugas NLP karena kemampuannya menangkap 

konteks kata secara bidirectional. Dalam klasifikasi dokumen, token [CLS] dari output BERT 

sering digunakan sebagai representasi dokumen secara keseluruhan. BERT dapat digunakan 

untuk mengekstraksi fitur teks dalam rangka membantu klasifikasi dokumen yang tidak 

terstruktur (Devlin et al., 2019; Pichiyan et al., 2023). 

Namun, sejauh ini belum ada penelitian di Indonesia yang memanfaatkan representasi 

BERT untuk klasifikasi dokumen publik berdasarkan kategori aksesibilitas sesuai UU KIP. Hal 

ini menjadi celah yang sangat signifikan, mengingat regulasi nasional memerlukan pemahaman 

kontekstual atas isi dokumen. 

Algoritma Klasifikasi: Naive Bayes dan K-Nearest Neighbors 

Naive Bayes merupakan algoritma klasifikasi probabilistik yang telah terbukti efektif 

dalam berbagai tugas NLP, termasuk klasifikasi teks pendek (Liu, 2023). Sementara itu, K-

Nearest Neighbors (KNN) menggunakan pendekatan kedekatan vektor untuk menentukan 

kategori dokumen (Dubey & R, 2024). Penelitian sebelumnya telah menggunakan kedua 

algoritma ini untuk pengenalan pola dalam citra (Lusiana, V., Al Amin, I. H., Hartono, B., & 

Kristianto, 2019), namun penerapannya untuk dokumen pemerintah masih sangat terbatas. 
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Kedua algoritma ini dipilih dalam penelitian ini karena kesederhanaannya, 

kemampuannya menangani data multikategori, serta kompatibilitasnya dengan representasi 

embedding dari BERT. 

 

Gambar 2.1 Keterkaitan Teori Yang Melandasi Klasifikasi Otomatis Dokumen Publik 

 

Dari penjelasan tentang kajian teori dapat dijelaskan keterkaitan teori-teori tersebut yang 

dipergunakan untuk menjawab masalah penelitian seperti tampak pada gambar 2.1. Penelitian 

ini mengembangkan model klasifikasi dokumen publik berbasis NLP yang secara eksplisit 

mengacu pada kategori aksesibilitas UU KIP. Penelitian ini juga mengintegrasikan 

Transformer-BERT sebagai ekstraktor fitur semantik dalam dokumen formal pemerintahan.  

 

3. METODE PENELITIAN 

Desain Penelitian 

Jenis penelitian ini merupakan penelitian rekayasa sistem informasi (information 

system design research) yang bertujuan membangun model klasifikasi dokumen publik 

berbasis AI dan Natural Language Processing (NLP). Model dikembangkan secara end-to-end, 

mulai dari preprocessing dokumen, ekstraksi fitur semantik menggunakan BERT, hingga 

klasifikasi menggunakan algoritma supervised learning. 

Populasi dan Sampel Penelitian 

Populasi dalam penelitian ini adalah seluruh dokumen publik dari badan publik yang 

dikelola oleh PPID. Sampel dipilih secara purposive dari 8 badan publik di Provinsi Jawa 

Tengah yang mewakili kategori informatif, cukup informatif, dan kurang informatif menurut 

KIP Award. Setiap badan publik menyumbang sejumlah dokumen (n ≥ 30) yang telah 
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diklasifikasikan secara manual oleh PPID, yang selanjutnya digunakan sebagai data latih dan 

uji. 

Teknik dan Instrumen Pengumpulan Data 

Data dikumpulkan melalui: studi dokumentasi terhadap dokumen publik aktual diperoleh 

secara tersebar di berbagai sumber situs PPID yang dinformasikan bago kepentingan 

masyarakat .  

Tahapan dan Alat Analisis Data 

a. Preprocessing Dokumen 

Melibatkan tokenisasi, stopword removal, dan normalisasi teks. Tahapan ini menggunakan 

Python dan pustaka NLP seperti spaCy dan NLTK. 

b. Ekstraksi Fitur dengan BERT 

Setiap dokumen ddd diubah menjadi representasi vektor menggunakan model BERT. 

Representasi yang digunakan adalah vektor dari token [CLS]: 

 

Rumus (1)  

c. Klasifikasi Dokumen 

Dokumen yang telah direpresentasikan sebagai vektor diklasifikasikan menggunakan dua 

algoritma: 

1. Naive Bayes 

Algoritma ini menghitung probabilitas kemunculan dokumen dalam setiap kategori Ck 

berdasarkan fitur vektor. 

 

Rumus (2)  

 

Hasil akhir adalah: 

 

 

 

 

 

 

Rumus (3)  
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2. K-Nearest Neighbors (KNN) 

   Dokumen  dibandingkan dengan vektor dokumen lainnya menggunakan jarak 

Euclidean. 

 

Rumus (4)  

d. Evaluasi Kinerja Model 

Kinerja klasifikasi dievaluasi menggunakan metrik berdasarkan akurasi, presisi, recall, 

dan F1-Score.  

 

 

Rumus (5)  

 

 

Rumus (6) 

 

 

Rumus (7) 

 

 

Rumus (8) 

 

e. Pengujian Model 

Model diuji dengan cross-validation (k=5) untuk menghindari overfitting dan mengukur 

generalisasi. Uji coba dilakukan pada lingkungan simulatif laboratorium komputer 

 

4. HASIL DAN PEMBAHASAN  

Evaluasi Model Naive Bayes 

Model klasifikasi dokumen publik berbasis algoritma Naive Bayes dievaluasi 

menggunakan 100 data uji yang telah dianotasi secara manual ke dalam empat kategori 

aksesibilitas berdasarkan UU KIP: Berkala, Setiap Saat, Serta Merta, dan Dikecualikan. 

Evaluasi dilakukan dengan menghitung empat metrik utama, yaitu akurasi, precision, recall, 

dan F1-score dengan pendekatan rata-rata makro (macro average), yang mengukur performa 

rata-rata antar semua kategori tanpa memperhitungkan ketidakseimbangan kelas.  
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Tabel 1. Hasil Evaluasi Model Naive Bayes 

Metrik Evaluasi Skor 

Akurasi 0.83 

Precision (Macro) 0.83 

Recall (Macro) 0.83 

F1-Score (Macro) 0.82 

Sumber: Hasil pengolahan data dengan 100 dokumen publik menggunakan algoritma Naive Bayes. 

Nilai-nilai tersebut menunjukkan bahwa performa model tergolong baik dalam mengenali 

berbagai kategori dokumen, terutama untuk kelas yang lebih umum seperti Setiap Saat dan 

Berkala. Meskipun demikian, model mengalami kesulitan dalam mengklasifikasikan dokumen 

dengan konteks semantik yang lebih kompleks, seperti dokumen Dikecualikan yang 

mengandung istilah hukum dan konteks sensitif. 

Keunggulan utama dari Naive Bayes terletak pada kesederhanaan dan efisiensi komputasi, 

menjadikannya cocok digunakan dalam sistem dengan sumber daya terbatas. Namun, 

keterbatasannya terletak pada ketidakmampuannya dalam memahami relasi kontekstual antar 

kata secara mendalam, sehingga menghasilkan prediksi yang kurang tepat pada dokumen 

berdensitas tinggi atau dokumen hukum. 

Evaluasi Model K-Nearest Neighbors (KNN) 

Selain algoritma Naive Bayes, model klasifikasi dokumen juga diuji menggunakan 

algoritma K-Nearest Neighbors (KNN) dengan nilai k=5. KNN bekerja dengan mencari lima 

dokumen terdekat, berdasarkan kemiripan vektor fitur dan menentukan kelas mayoritas sebagai 

hasil prediksi. Algoritma ini dikenal efektif dalam lingkungan dengan struktur data yang jelas 

dan jumlah fitur yang dapat direpresentasikan secara seimbang. 

Evaluasi terhadap model KNN dilakukan pada dataset yang sama dengan 100 dokumen 

publik, dengan pendekatan yang sama menggunakan metrik akurasi, precision, recall, dan F1 

score (macro average). Hasilnya disajikan pada Tabel 2. 

Tabel 2. Hasil Evaluasi Model K-Nearest Neighbors (KNN) 

Metrik Evaluasi Skor 

Akurasi 0.81 

Precision (Macro) 0.80 

Recall (Macro) 0.81 

F1-Score (Macro) 0.80 

Sumber: Hasil pengolahan 100 dokumen publik menggunakan algoritma KNN (k=5). 

 

 



 
 

E-ISSN: 2827-9387, P- ISSN: 2827-9379, Hal. 521-533 
 

Hasil evaluasi menunjukkan bahwa performa KNN sedikit lebih rendah dibandingkan 

dengan Naive Bayes. Hal ini dapat disebabkan oleh sensitivitas KNN terhadap distribusi data 

dan fitur yang kurang representatif dalam klasifikasi teks, terutama jika tidak didukung oleh 

teknik seleksi fitur atau reduksi dimensi yang kuat. 

Meskipun demikian, KNN memiliki keunggulan dalam menangani kasus-kasus ambiguitas 

kelas pada dokumen pendek, karena mempertimbangkan konteks lokal dari tetangga terdekat. 

Namun, performa model ini menurun ketika dokumen memiliki panjang dan variasi kata yang 

tinggi, atau ketika terdapat noise dalam data. 

Evaluasi Model BERT 

Model BERT digunakan untuk mengklasifikasikan dokumen publik ke dalam empat 

kategori aksesibilitas, yaitu: Setiap Saat, Serta Merta, Berkala, dan Dikecualikan. Model ini 

memanfaatkan kemampuan contextual embedding yang mampu menangkap makna kata dalam 

konteks kalimat secara dua arah. Dengan demikian, BERT menjadi kandidat kuat untuk 

menangani dokumen yang mengandung variasi istilah administratif dan hukum. 

Model BERT dilatih menggunakan data dokumen publik yang telah direpresentasikan 

melalui tokenizer pre-trained multilingual BERT. Hasil pelatihan dan evaluasi menunjukkan 

bahwa model BERT menghasilkan performa yang lebih tinggi dibandingkan dengan model 

tradisional seperti Naive Bayes dan KNN. 

Berikut ini adalah hasil evaluasi model BERT berdasarkan metrik pengukuran standar 

untuk klasifikasi: Akurasi, Precision, Recall, dan F1-Score. 

Tabel 2. Hasil Evaluasi Model K-Nearest Neighbors (KNN) 

Metrik Evaluasi Skor 

Akurasi 0.89 

Precision (Macro) 0.88 

Recall (Macro) 0.89 

F1-Score (Macro) 0.88 

 Sumber: Hasil pengolahan 100 dokumen publik menggunakan algoritma BERT 

Kesesuaian Hasil dengan Teori NLP dan Klasifikasi Dokumen 

Hasil yang diperoleh dari model BERT menunjukkan konsistensi dengan teori Natural 

Language Processing (NLP), khususnya dalam klasifikasi teks berbasis representasi 

kontekstual. Model BERT yang mampu memahami konteks kata dalam kalimat dua arah 

terbukti unggul dalam mengklasifikasikan dokumen publik yang memiliki variasi istilah 

administratif dan legal. Hasil evaluasi menunjukkan metrik akurasi yang tinggi, mendekati 
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89%, dan nilai F1-Score 0.88, yang menegaskan efektivitas pendekatan Transformer dalam 

menangani klasifikasi berbasis regulasi. 

Berdasarkan tujuan penelitian yaitu mengembangkan model klasifikasi dokumen publik 

berbasis AI/NLP dalam kerangka Manajemen Daur Hidup Data (MDHD). Hasil yang diperoleh 

menunjukkan bahwa integrasi NLP berbasis BERT ke dalam proses klasifikasi dokumen 

berhasil menjawab tantangan dalam pengelolaan dokumen informasi publik. Kinerja model 

dalam simulasi laboratorium yang meniru operasional PPID juga menunjukkan potensi 

adaptasi tinggi terhadap kebutuhan nyata badan publik.  

Implikasi Teoritis dan Praktis 

Secara teoritis, penelitian ini memberikan kontribusi pada pengembangan model klasifikasi 

dokumen berbasis AI/NLP dengan mengadopsi arsitektur BERT dalam konteks sistem 

informasi publik. Hal ini memperkaya khazanah literatur pada bidang NLP terapan untuk 

sektor pemerintahan, serta membuktikan efektivitas pendekatan DSR dan Agile dalam proyek 

pengembangan sistem cerdas berbasis simulasi. 

Secara praktis, hasil penelitian ini dapat diimplementasikan oleh instansi pemerintah untuk 

mempercepat proses klasifikasi dokumen, mengurangi beban kerja manual PPID, dan 

meningkatkan akurasi layanan informasi publik. Model ini juga dapat diintegrasikan lebih 

lanjut ke dalam sistem informasi PPID yang sudah berjalan, dengan menambahkan fitur 

klasifikasi otomatis berbasis AI sebagai decision support system (DSS). 

 

5. KESIMPULAN DAN SARAN 

Kesimpulan 

Penelitian ini berhasil mengembangkan model klasifikasi dokumen publik berbasis 

AI/NLP dalam kerangka manajemen daur hidup data (MDHD). Model BERT menunjukkan 

performa terbaik dibandingkan Naive Bayes dan KNN, dengan akurasi sebesar 89%, precision 

dan recall sebesar 0.88 dan 0.89, serta F1-Score 0.88. Hasil ini menunjukkan efektivitas 

pendekatan Transformer dalam mengklasifikasikan dokumen publik berdasarkan kategori 

aksesibilitas sesuai regulasi UU No. 14 Tahun 2008. Model ini berpotensi menjadi solusi 

cerdas, akuntabel, dan efisien untuk mendukung digitalisasi layanan publik dan agenda 

nasional seperti RPJMN 2025 dan Asta Cita. 

 

 

 

 



 
 

E-ISSN: 2827-9387, P- ISSN: 2827-9379, Hal. 521-533 
 

Saran 

1. Implementasi sistem sebaiknya dilanjutkan pada lingkungan PPID nyata agar validitas dan 

keandalan model dapat diuji secara langsung di lapangan. 

2. Perluasan dataset dengan melibatkan dokumen dari berbagai badan publik di tingkat pusat 

dan daerah untuk meningkatkan generalisasi model. 

3. Integrasi sistem klasifikasi ini ke dalam platform layanan informasi publik yang telah ada 

akan memperkuat fungsi decision support system. 

4. Pengembangan fitur keamanan dan kebijakan privasi perlu diperhatikan agar proses 

klasifikasi tidak melanggar prinsip keterbukaan informasi publik. 
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